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ABSTRACT

KEYWORDS: Boltzmann transport equation, Nanoscale thermal simulation,

Green’s function, Hankel transform, Fourier equation
) )

Temperature simulation is a classic problem in EDA, and researchers have been working
on it for at least the last 15 years. In this paper, we focus on fast Green’s function based
approaches, where computing the temperature profile is as simple as computing the convo-
lution of the power profile with the Green’s function. We observe that for many problems
of interest the process of computing the Green’s function is the most time consuming phase,
because we need to compute it with the slower finite difference or finite element based ap-
proaches. In this paper we propose a solution, NanoTherm, to compute the Green’s function
for an SoC very quickly using a fast analytical approach that exploits the symmetry in the

thermal distribution.

Secondly, conventional analyses based on the Fourier’s heat transfer equation fail to hold
at the nanometer level. To accurately compute the temperature at the level of a standard
cell, it is necessary to solve the Boltzmann transport equation (BTE) that accounts for
quantum mechanical effects. This research area is very sparse. Conventional approaches
ignore the quantum effects, which can result in a 25 to 60% error in temperature calculation.
Hence, we propose a fast analytical approach to solve the BTE and obtain an exact

solution in the Fourier transform space.

Using our fast analytical models, we demonstrate a speedup of 7-668X over state of the
art techniques with an error limited to 3% while computing the combined Green’s function
(that incorporates both Fourier and BTE models).
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Chapter 1

Introduction

For at least the last 15 years, the design community has viewed on-chip temperature as one of
the most important criteria while designing a new SoC. High temperatures result in several
adverse effects. The reliability of the device is negatively affected [4] and the carrier mobility
is degraded, resulting in poorer performance [4]. Moreover, the chip temperature determines
the leakage power. Finally, note that with increasing power and transistor densities, the

problem of high on-chip temperatures is expected to get worse [5].

Different stages of the design process have different levels of information available, and
the requirements for thermal optimization at each stage are different. For instance, at the ar-
chitecture level, standard cell information or package level information such as the properties
of the heat spreader and heat sink may not be available. Hence designers make assumptions
about the missing information, and evaluate the design space from a thermal point of view.
After synthesis and standard cell mapping, designers can conduct more accurate thermal
analyses to determine the nature of packaging and expected on-chip temperatures for differ-
ent workloads. The latter can be conveyed to software and systems designers such that they
can optimize the system at their end. Over the entire design cycle, thousands of candidate
designs have to be evaluated based on the information available at each stage to determine
the optimal configuration. In such a case the speed of the thermal simulation becomes a
bottleneck in the design process [0 [7]. As a result, fast thermal estimation at all stages

of the design is necessary.

Many thermal simulators [8, @, [10, 11| which are based on the classical Fourier heat
transfer equation exist in this space. They can broadly be divided into three categories in

decreasing order of their computation time: finite element based (FEM), finite difference
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Figure 1.1: Overview of our algorithm




based (FDM), and Green’s function based. The Green’s function is defined as the impulse
response of a unit power source (Dirac delta function). Green’s function based temperature
estimators [9, [10] 1] are the fastest and their accuracy is broadly acceptable [10]. We shall
focus on such simulators in this paper. The main drawback of many of the Green’s function
based approaches is that they rely on a traditional finite element or finite difference based
simulator to compute the Green’s functions [9, 10, 12]. If the geometry of the chip or the
boundary conditions change, the Green’s function will have to be recomputed, making it a
very slow and time consuming process [7]. Moreover, as we move down to smaller dimensions,
at the nanometer scale, the quantum effects become significant. Conventional approaches
do not take the quantum effects into account, and do a regular analysis based on classical
Fourier’s heat transfer equations. It has been shown in [13], 14} [15] and in our analysis that

this leads to a 25 to 60% error in estimation.

Particularly, in the later stages of the design process, an accurate estimate of temperature
is needed at the nanometer scale for two reasons: 1) to optimize the design of standard cells
by taking thermal effects into account, and 2) to design mixed-signal blocks, where the

analog functional units are highly sensitive to temperature [2].

We address both of these drawbacks of existing works by proposing a new simulator,

NanoTherm. Figure [1.1] provides an overview of our algorithm.

1. First, we propose a very fast analytical method to compute the transient and steady
state Green’s functions for a conventional chip using traditional heat transfer mechanisms.
Unlike prior work [I, 2] we use the notion of symmetry to reduce an O(N?) problem to an
O(N) problem, and then use a Hankel transform based approach.

Sadly, this is not enough to model modern SoCs, where the feature size is approaching the
ballistic limit (mean free path of phonons, approximately 40 nm [15]) and quantum effects
such as phonon propagation and scattering dominate at the nanoscale level. These phonon
effects need to be modeled in addition to the Fourier heat equation, by solving the Boltzmann
transport equation (BTE). Other than a few proposals such as ThermalScope [16], [13], there
is very little work in this area.

2. The second part of our model proposes a new way of computing the temperature
profile at the nanometer level using the BTE. Instead of using the finite element method
as used by ThermalScope [16, 13|, we derive the Green’s function incorporating phonon
effects by using a fast analytical approach, and finally combine the results of both Fourier
and BTE based analysis. Using this approach we can derive the Green’s function and the
resultant temperature profile for the entire system. To the best of our knowledge, this is the
first fully analytical approach to generate such a combined Green’s function. Our approach,
NanoTherm, is 7-688 times faster than the state of the art.

In Chapter 2] we introduce the relevant background and related work. Then we discuss
our methodology in Chapter [3] We proceed to Chapter [4] to present the evaluation of our
proposed approach and the results obtained, and finally conclude in Chapter
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Chapter 2

Background and Related Work

2.1 Background of Heat Transfer

The classical Fourier equation is used to solve heat transfer problems in solids. It does not
model quantum effects and is meant to be used in scenarios where the geometry is orders of
magnitude larger than the mean free path of phonons. It is given by:

oT

PCor EV2T = quor, (2.1)

where, k is the thermal conductivity, p is the density, ¢ is the specific heat, and ¢, is the

volumetric heat. The temperature field is represented by T, and time is represented by t.

This equation is typically solved using either finite element (FEM) or finite difference
methods (FDM). In the FEM technique, we divide a 3D region into small blocks, and solve
the heat transfer equation for each small block by either finding an analytical solution,
or by choosing a function from a set of many trial functions that minimize the residual
error. These equations are then combined into a global system of equations, which are
solved using regular matrix methods. In the case of the finite difference method, we replace
the differential equations with a set of algebraic equations. They are similar to recurrence
relations, and are solved using linear algebra techniques. For example, we replace df (x)/dt
with (f(z + h) — f(z))/At, where At and h tend to 0. A very important offshoot of finite
difference methods comprise techniques that model a temperature estimation problem as an
analogous electrical circuit simulation problem (HotSpot [§] and 3D-ICE [11]).

2.1.1 Green’s Function based Techniques

Both the finite difference and finite element methods require matrix inversion, which has
a time complexity of O(N%37), making it a slow process.A faster way of computing the
thermal profile is the Green’s function based technique [9, 10, [l 2]. A Green’s function is
defined as the impulse response of a unit power function. This can be obtained by applying
1 W of power to a very small area (approximating the Dirac delta function). The resultant
temperature distribution is the Green’s function, G. The advantage of this approach is that

we can pre-compute and store the Green’s functions, and then quickly use them at runtime
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to compute the temperature profile for a given power profile. This can be done as follows:
T=P®GaG, (2.2)

where, P is the power field, and ® is the convolution operator. There are many proposals [10,
9] that use Green’s functions to speed up power estimation. However, these techniques still
rely on traditional FEM and FDM based techniques to compute the Green’s function in the
first place. This is a very slow process. In situations where thousands of geometries have
to be evaluated, the time taken in computing the Green’s function will dominate the total
modeling time. Hence, the main aim in this paper is to very quickly compute the Green’s

function for a given geometry.

2.1.2 Geometry of the Chip

Let us now look at the geometry of a typical chip (shown in Figure [3.1al).

Az ambient
heat spreader
Heat sink b
| Heat spreader | — - Y -
‘oo oo~ Silicon chip silicon A.MMA ‘5
28 q, heat flux

(a) (b)
Figure 2.1: Layout of a package Approximated model [1]

We have a layer of silicon that contains all the transistors. Over that, we have a heat
spreader, which is made of a high thermal conductivity material. This helps spread the heat
and reduce the formation of thermal hot spots. Above the heat spreader, we have a heat
sink that has multiple fins to increase the surface area. We can use an approximate model
where we remove the heat sink and substitute an iso-thermal layer in its place; this is a
standard approximation made by other authors as well [I, 2]. In any case, extending our

model to include the heat sink is trivial.

2.2 Boltzmann Transport Equation (BTE)

Atoms in a silicon substrate are arranged as a lattice. Synchronized perturbation of groups
of atoms from their equilibrium positions is known as a vibration. The propagation of this

vibration is known as a lattice wave (also known as phonons). This vibrational wave has

© 2019, Indian Institute of Technology Delhi



2.3 Related Work 5

a wavelength and a velocity. From wave-particle duality, phonons also behave as particles
in the quantum mechanical sense. At the nanometer scale, phonons play an important role
in determining the temperature distribution. Phonons are created because of thermal fluc-
tuations, and can be absorbed, or can get dispersed while propagating through the silicon
lattice. Hence, modeling phonon creation and dispersion is crucial to estimate the temper-
ature at the nanometer scale. The distance that phonons travel before losing their energy
is of the order of several mean free paths (~40-300 nm) [15]. When the dimensions under
consideration are smaller than the mean free path, the phonon effects become significant.
Hence, in modern day devices, where the device feature size is lower than the mean free

path of phonons, modeling these effects is necessary to estimate temperature accurately.

To model the nanometer scale phonon effects, we typically use the molecular dynamics
method, ballistic-diffusive method, or the Boltzmann transport equation. We shall focus
on the Boltzmann transport equation (BTE) because it is relatively less computationally
intensive and more accurate than other methods [I7]. They model the heat transfer by
modeling the scattering of phonons [I8, 14, T9]. Specifically, we consider the gray BTE
model that assumes a single mean frequency of phonons (refer to [20]):

Oey, Q

2L 1 9,.Ve, - = = (
ot Ve Ve 4

ey

E) collision’ (2.3)

where, e,, is the energy density function per unit solid angle, v, is the group velocity of
phonons, t is the time, and () is the volumetric heat generation. The term on the RHS

models the scattering of phonons |20} [I§].

2.3 Related Work

2.3.1 Green’s Functions

The most influential work in analytically computing the Green’s function has been done by
Zhan et al. [IL 2]. They compute the Green’s function by dividing a chip into multiple layers
and solving the Fourier equation. They assume that the Green’s function consists of a sum
of cosine based basis functions. Then they find the parameters of these basis functions for
different settings. This takes O(N?log(N)) time primarily because the representation of the
Green’s function is generic, and the isotropic nature of heat spreading is not exploited. Also,
they have not modeled the transient temperature profile. NanoTherm instead uses the Han-
kel transform to solve the Fourier equation. This reduces the complexity under consideration
to O(N) by leveraging the symmetry of the heat distribution. Our technique is also capable
of modeling the transient temperature distribution. Other analytical Green’s function based

techniques [21I] are not capable of computing the transient temperature profile.

© 2019, Indian Institute of Technology Delhi



2.3 Related Work 6

2.3.2 Fourier Analysis

In HotSpot [8], the authors divide the volume into small blocks and create an equivalent
electrical circuit, and then solve it using matrix solvers. Cogkun et al. [22] use a similar
method to solve the Fourier equation and model liquid cooling. 3DICE [II] implements
a similar approach; and also models microchannels. All of these popular tools solve the

Fourier equation only.

2.3.3 Solutions of the BTE

Hua et al. [14] solve a different variant of the BTE equation analytically, where they assume
that the relaxation time and the specific heat are dependent on the frequency of phonons. We
did not use this approach because this increases the simulation time significantly, and does
not have commensurate gains in accuracy. Zahiri et al. [20] solve the gray BTE model by
transforming the BTE equation into a set of ordinary differential equations. Our approach
gives an exact solution in the Fourier transform space, and thus is more efficient than solving
a system of differential equations. ThermalScope [16] 13| is the most related work because it
takes into account both the Fourier and BTE models. It solves the gray BTE model (similar
to NanoTherm) at the nanometer scale, and solves the Fourier equation at the level of the
chip. They solve the gray BTE model using FEM and the discrete ordinate method (DOM).
The slowest part of the algorithm is the FEM-based analysis, and this makes it orders of

magnitude slower than our approach.

© 2019, Indian Institute of Technology Delhi



Chapter 3

Methodology

3.1 Fourier Analysis

Consider the basic system layout of an air-cooled processor, as shown in Figure la. We
have a silicon layer that contains all the transistors. Over that we have a thermal insulating
material (TIM) which fills the air gap between the silicon die and the heat spreader and helps
in better heat conduction. Above that, a heat spreader (made of high conductivity Copper-
Nickel alloy) is present which distributes the heat uniformly and alleviates the formation of
hotspots. Over the heat spreader, we have a heat ex-changer, also known as a heat sink,
which has multiple fins to increase the surface area. We can use an approximated model
for simplification, where we replace the heat sink with an isothermal layer (maintained at
the ambient temperature (7)) placed at the top of heat spreader (see Figure [3.1b); this is

a standard approximation used by other authors as well [I} 2] 12].

A y4 ambient
heat spreader
Heat sink b
| Heat spreader | e o
‘'Y< Silicon chip Siligon AAAAAR ‘s
Pee q, heat flux
(a) (b)

Figure 3.1: @ Layout of a package Approximated model [, 2] 3]

Table B.1] lists all the abbreviations used.

All the architectural simulators solve the classical Fourier heat equation given by:

o7,
chla—tl + V.(=kVT)) = quor, (3.1)

where T; is the temperature field, k; is the thermal conductivity, p; is the density, ¢; is the
heat capacity, V? is the Laplacian operator, g, is the volumetric heat generation, and the
subscript [ represents the layer number of the model. In our model we have two layers: 1)
silicon die (I = 1) 2) heat spreader (I = 2). Let us expand Equation using cylindrical

co-ordinates. We will get:
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Table 3.1: Glossary

Symbol Full Form Meaning

Thickness of the heat spreader
Thickness of the silicon die
Thermal Conductivity
Hankel domain
Laplace domain

Boldface Laplace Transform

Overline  Hankel Transform

Tilde Fourier Transform

I8 » 9 ™ o o

2

o1, 10 o1, 0 o1, 0 o1,
— — 2
plcl(8t>+7’8r( kl@r) 80<kl89> 9- (kla )+q”°’ 0. 32
The popular architectural thermal simulators like HotSpot [§], 3D-ICE [I1], LightSim [10]
and others [I3] 16} 9 23] model the transistors as heat sources placed at the bottom of the

silicon die. The term volumetric heat generation (g,¢) in Equation will be zero since the

heat generation inside the silicon die is zero.

o1, 10 o1, 0 o1, 0 o\

The thermal conductivity of the silicon die and the heat spreader is uniform in all directions.
For any " layer of the model (see Figure [3.1b)) Equation 3.3 will transform into Equation[3.4]

pe (0T 10 ( 0T\ 0 (0T o (oT\
R (8t>+7‘8r(T8T)+6’9<86)+8z<8z)_O' (3:4)

Since we are solving for a small circular source placed at the center of the chip, the resulting
temperature distribution function will be radially symmetric (see Figure . Hence the
third term on the RHS will be zero. Equation will reduce to Equation [3.5]

_pa (0T, 10 ( 01T, o (oh\
k ( ot ) o ror \' or + 0z \ 0z ) 0 (3.5)
Applying the product rule to the second term, Equation will become:

_na (@) L O 10T 0T

w\ar ) T trar e T (3.6)

© 2019, Indian Institute of Technology Delhi



3.1 Fourier Analysis 9

(a) (b)
Figure 3.2: Circular source |(b)| Temperature distribution

picr (01 0 10 0*T,
_pa e -+ 2t = 3.7
Ky (6t>+(8r2+7‘8r l+022 (8.7)
Zero order Bessel
differential operator

The second term on the left hand side of Equation [3.7] is the zero order Bessel differential
operator and it is given in Equation [24].

2 10
Vo == w + ;E (38)
Thus, Equation will become:
picr (0T 0T,
B 7t J 4+ — =0. 3.9
kl(ﬁt)+v P (39)

3.1.1 Boundary conditions:

For the system layout shown in Figure [3.1D] the boundary conditions are as follows:

1. For a circular source of radius r,, the heat flux for |r| < r, is ¢,, and for |r| > r, the
heat flux is zero.

oT; 09 f < 09
2 e forlrlsr (3.10)
0z lz=0 0, otherwise.
2. Heat flux at the interface of the silicon die and the heat spreader is equal.
0Ty 0T5
-k — = —ko—| . 3.11
! 0z lz=6 2 0z lz2=6 ( )

© 2019, Indian Institute of Technology Delhi



3.1 Fourier Analysis 10

3. The temperature at the interface of the silicon die and the heat spreader is equal.

Ti(r, z)

s = TQ(ra Z)

s (3.12)

4. The temperature at the top of the heat spreader is uniformly distributed, and it is
maintained at the ambient temperature, T,.

Ty(r, 2) =T,. (3.13)

z=0+b

5. Thermal symmetry is present at r = 0, as shown in Figure [3.3] Thus we can write:

Zero slope

Center line

|
I
] Temperature
| «— distribution
I

o1, |

— k1 — = 0. 3.14

87“ r=0 ( ) :
|
I
]
I

0 il
Figure 3.3: Thermal symmetry

6. For very large r, the temperature rise will be infinitesimally small and so we can take
it to be zero.

Ti(r, 2) -T,=0. (3.15)

T—00

3.1.2 Steady state analysis

Consider Equation , at steady state. The term 0T /0t will be zero and Equation will
reduce to Equation [3.16]

0T,
T+ " =0. 1
VoTi+ 55 =0 (3.16)

We will be using the novel Hankel transform to solve the partial differential equation (PDE).

Hankel Transform

Hankel transform is an integral transform analogous to a 2D Fourier transform of radially
symmetric functions. It is also known as Fourier-Bessel transform [24], 25]. The zero order

Hankel transform is given in Equation [3.17]

Flo) = A1)} = / " f(r)Ju(or)dr. (3.17)

© 2019, Indian Institute of Technology Delhi



3.1 Fourier Analysis 11

where 77, represents the zero order Hankel transform, .J, is the zero order Bessel function

of the first kind, r is in cylindrical co-ordinates, and ¢ is the Hankel domain variable.

Inverse Hankel transform is given by Equation [3.18

Fr) = A f(0)} = / " 5 F(0) o(or)do (3.18)

Properties of Hankel transform used:

1. Property 1: For an arbitrary function f(r) if lim f(r) = 0, the zero order Hankel

r—00

transform of V, f(r) is given by:
K ANV f (1)} = =02 {f(r)} = —a*f(0), (3.19)
where V, is the zero order Bessel differential operator defined in Equation [3.§]

2. Property 2: The zero order Hankel transform of a step function G(r) is given by
Equation [3.21} where function G(r) is given in Equation [3.20]

<
Glr) = {1, for |r| < r,, (3.20)

0, otherwise.

Zero order Hankel transform of Equation [3.20]is given in Equation [3.21]

B Tod1(T60)

Ho {G(r)} (3.21)

o

Solution

We are interested in the temperature rise with respect to the ambient temperature (7). So

let us subtract the ambient temperature from 7;(r, z) and set it up equal to ¢;(r, 2).

Gi(r, 2) =Ti(r, 2) — 1o (3.22)

Putting ¢,(r, z) into Equation we will get:

2

Voou(r, z) + %qﬁl(r, z) =0. (3.23)

We compute the Hankel transform of both side of Equation [3.23] we will get:

2

Ao ATotn(r,2)) + 5o Aol 2)} = 0 (3:24)

Using the property of the Hankel transform given in Equation [3.19 we will get:

© 2019, Indian Institute of Technology Delhi



3.1 Fourier Analysis 12

2
P {1 2)) S Aol 2)) = 0 (3.25)
_
T o (3.26)

where — represents the Hankel transform. Equation|3.26|is an ordinary differential equation

(ODE), whose general solution for the:

1. Temperature profile of the silicon die is:

¢1 = C1e7 + Cae ", (3.27)

2. Temperature profile of the heat spreader is:

¢y = C3e”* + Cye 7. (3.28)

Hankel transform of boundary conditions We compute the zero order Hankel trans-
form of the boundary conditions and apply them to Equation [3.27] and Equation [3.28]

1. First boundary condition:

oT;
Ry

o, f < 7o,

0, otherwise.

Putting ¢;(r, z) into Equation we will get:

0p1(r, 2)

—

0z

(3.30)

0, otherwise.

{qo, for |r| < 1,

z=0
Taking the Hankel transform of both side of Equation [3.30] and using the property of
the Hankel transform given in Equation [3.2]]

dp1 J1(ro0)
— ki— = QT . 31
15, . Qo (3.31)
Putting Equation [3.27 into Equation [3.31] and solving, we will get:
0 Ji(ro
— ]{71— (Cl€gz + CQG_UZ> = (qoTo 1(’/’ U), (332)
0z o
z=0
Ji(ro
- k:m(Cle"z - Oge—”) _ g, UT00) (3.33)
o
z=0
GoTo Jl (T00->
Cy—Ch = —_—. 3.34
-0 = el (334

© 2019, Indian Institute of Technology Delhi



3.1 Fourier Analysis 13
2. Second boundary condition:
o1, o1,
-k — = —ko—| . 3.35
! 0z lz=6 2 0z lz=6 ( )
Putting ¢,(r, z) into Equation we will get:
%) 09
— ki = —ko—| . 3.36
! 0z lz2=6 2 0z lz=¢ ( )
Taking the Hankel tranform of both sides, we will get:
I, D2
— ki — =—ko—| . 3.37
! 0z lz=6 2 0z lz=¢ ( )
Putting Equation [3.28 and Equation [3.27] into Equation [3.37], we will get:
—k a(c oz 4 C —“> — K a(c %4 —“) (3.38)
1 92 1€ 2€ = 2 92 3€ 4€ ) .
z=0 z2=0
0']{31 <01602 — CQG_UZ> = O'kg (Cg@UZ — C4€_UZ> s (339)
z2=0 z=0
k
k_1< Cleaé — 026706 > — C'3€mS + 6'4670(S =0. (340)
2
3. Third boundary condition:
Ti(r, 2) S To(r, 2) 5 (3.41)
Putting ¢;(r, z) into Equation we will get:
1 (1, z)‘ _=halna)| (3.42)
Taking the Hankel tranform of both sides, we will get:
o) _ =02 _ (3.43)
Putting Equation [3.28 and Equation [3.27] into Equation [3.44] we will get:
(Cle"z + Oge—”) — (036” + 046—”) (3.44)
z=0 z=0
01606 + 026_06 — 03606 — 046_06 =0. (345)
4. Fourth boundary condition:
Ty (r, z) =T,. (3.46)
z2=0+b

Putting ¢;(r, z) into Equation we will get:

© 2019, Indian Institute of Technology Delhi



3.1 Fourier Analysis 14

Go(r, 2)

Taking the Hankel tranform of both sides, we will get:

=0. 3.47
z=0+b ( )

o(0,2) = 0. (3.48)

Putting Equation [3.28 and Equation [3.27] into Equation [3.49] we will get:

(Cge” + 046*”) — 0. (3.49)
z=0+b

Cy = —Cye 200+, (3.50)

Putting the value of C5 in Equation [3.40] we will get:

k

k;_;< C1e?® — Cye™° ) +Cy <e*"‘s + 67067%0) =0, (3.51)

Putting the value of C5 in Equation [3.45] we will get:
C’leg‘s + 6'26_0(S = 04 <€_06 - 6_06_%0) . (352)

C od C —oé

0, = e e (3.53)

6—0’5 _ 6—05—2ba'

Putting the value of Cyy in Equation [3.51] we will get:

kl i Y 6—05 4 6—05—21)0 i .
k_2< C’le o _ 026 0 > = _6*05 — 670'5721)0' (C’le J + 026 5), (354)
C —0d C od k —06 __ ,—06—2bo
%€ + Cie _ M e e ’ (3‘55)
026705 _ 01605 k2 6705 + 670'572b0'
—0d ad k bo _ _—bo
026 + C’le _ _1 (& e ’ (356)
026_05 — 01606 kQ ebo + e~bo
tan;lzba)
%6_205 B kl tanh(ba) + k‘g (357)

Cl N k‘l tanh(ba) — k27

© 2019, Indian Institute of Technology Delhi



3.1 Fourier Analysis 15

_ ki tanh(bo) — ko
o 206 1
Cr=Cae ( 1 tanth(bo) + k:2>’ (3:58)
1)
C) = Cof(0). (3.59)

Putting the value of C; into Equation [3.34, We will get the value of desired constants C}
and Cs.

_ QoTo Jl(roa) f(O')

G ki o2 1-—f(o)

(3.60)

- doTo Jl (’I"OO') 1
o= T (3.61)

where f(o) is defined in Equation [3.62)

ki tanh(bo) — k

—206 V1 2

_ , 3.62

Jo) = e (o) + F (362)
Putting the value of constants C; and Cy into Equation [3.27, We will get the equation of

the desired temperature profile in Hankel domain i.e. Temperature distributing function of

the silicon die in Hankel domain.

- o GoTo Jl(roo-) 1

G1(0,2) = L s (7 S(0)e), (3.63)

Temperature profile of the silicon die in cylindrical co-ordinates is given in Equation [3.64

Ti(r, z) — Jo(or)do (3.64)

C Qoro [ Ji(reo) (677 + f(0)e”?)
Ta= k1 /0 o 1— f(o)

Analytical verification

Let us verify the obtained solution using the fifth and sixth boundary conditions (see Equa-

tion and [3.15)).

1. Fifth boundary condition: We will only verify for the temperature distribution of
the silicon die (77 (r, 2)). For the silicon die the fifth boundary is given in Equation

0Ty
! 8r r=0

= 0. (3.65)
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3.1 Fourier Analysis 16

Putting the obtained result (Equation [3.64]) into Equation [3.65. We will get:

_ 2 (ﬂ /°° Ji(ro0) (€777 + f(0)e™)
r=0 Lor kv Jo o 1— f(0)

Using the Leibniz integral rule [26] to solve Equation [3.66] The Leibniz integral rule
is given in Equation [3.67]

o1y
B Nl
Yor

(3.66)

r=0

Jo(ar)da)

d b(x) bz) g

&z Jo f(x,t)dtzf(m,b(:v)).b’(x)—f(m,a(x)).a’(x)—F/G(x) %f(x,t)dt. (3.67)

Equation [3.66] will reduce to Equation [3.68]

Qoo [T Ji(roo) (677 + f(o)e™?)
= /0 ~ = (o) Ji(or)do Ly (3.68)
_ Qoo [T Ji(re0) (6777 + f(o)e™?)
- /0 - T h(0o (3.69)
Hence, we will get:
0Ty B
~hgr| =0 (3.70)

2. Sixth boundary condition: Let us re-write Equation [3.15, we will get Equation

3.7
lim (T(r, 2) — Ta> = lim ¢(r, 2) = 0. (3.71)

r—00 r—00

Putting the obtained result (Equation [3.64]) into Equation [3.71 We will get:

lim (Tl(r, z) — Ta> = li_)rn o(r, z)

T—00

o QoTe [ Ji(reo) (677 4 f(o)eF) (3.72)
= Tlggo " /0 . = /(o) Jo(or)do,
. QOTO o JI(TOO-) (eigz —"_ f(o-)eo-z> 3
= /0 . T~ () Tliglo(Jo(ar))da, (3.73)
C Qoro [T Ji(reo) (677 + f(o)e”?)
—— /0 ; g ee)da (3.74)
Hence, we will get:
lim T'(r,z) — T, = 0. (3.75)

7—00

3.1.3 Transient analysis

Consider the transient Fourier heat equation given in Equation [3.9]

Pi1Cy 8ﬂ 82]}
SN s+ =L =o0. .
i (8t>+ Ji+ 55 =0 (3.76)
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3.1 Fourier Analysis 17

We will be using the Laplace transform to remove the time derivative and after that the

Hankel transform similar to the Fourier steady state analysis (see section [3.1.2)).

Laplace Transform

Laplace transform is an integral transform, it is a very useful tool for solving differential
equations. Unlike Fourier transform which is a complex function of a real variable (fre-
quency), Laplace transform is a complex function of a complex variable [24]. The Laplace

transform is given in Equation [3.77]

2{10} = Fs) = | " e, (3.77)

where s is a complex Laplace domain variable.

Inverse Laplace transform also known as the Mellin’s inverse, Fourier-Mellin integral, or
Bromwich integral is given in Equation [24, 27].

1 Y+i0o

£(t) = 2P ()} = —— / ¢ F(5)ds, (3.78)

210 S oo

where Re(s) =+ is a vertical contour in the complex plain such the all the singularities of
F(s) are to the left of it.

Property of the Laplace transform used:

1. Property 1: Laplace transform of a derivative of a function f(t) is given by:

g{% f(t)} S (s). (3.79)

Solution

We are interested in the temperature rise with respect to the ambient temperature (7). So

let us subtract the ambient temperature from 7T;(¢,r, z) and set it up equal to ¢;(¢,r, 2).

oi(r, 2, 1) = Ty(r, 2,t) — To. (3.80)

Putting the value of ¢; into Equation [3.706]

2

picy (O 9 _
TZ <E¢l(r, Z,t)) + vo(,bl(,ra Z,t) + @Qﬁl(?”, th> =0. (381)
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3.1 Fourier Analysis 18

Compute the Laplace transform of both side of the Equation [3.81] such that the system was
at rest for ¢ < 0 and using the property of the Laplace transform given in Equation [3.79]
we will get Equation [3.82]

pICI 0?
- 371@ + Voo + @Cﬁl = 0. (3.82)

Here, ¢ represents the Laplace transform. Compute the Hankel transform similar to
steady state analysis (see section [3.1.2)).

82

_ sp];—lc’jz@{«pl} + HAV ot} + 55 H{dn} = 0. (3.83)
PICl— Y -

— S?lqbl - O'2¢l + @le =0. (384)

After re-arrangement, we will get Equation [3.85

0 — s | PG\ o
—¢ = — ) 3.85
T <a +s50) d (3.85)
Equation [3.85|is an ODE, whose general solution for the:
1. Temperature profile of the silicon die is:

E _ C5ep1(s,o)z + 066*1’1(8,0)2'. (386)

2. Temperature profile of the heat spreader is:

B2 = Coeno1® 4 (o, (3.7
where p(s, ) is given in Equation [3.88]

m(s,0) = /0% + %s. (3.88)
!

Hankel transform and Laplace of boundary conditions We compute the Laplace and

zero order Hankel transform of the boundary conditions and apply them to Equation [3.27]
and Equation [3.28

1. First boundary condition:

T
_;ﬁ@

o (3.89)

0, otherwise.

B {qou(t), for |r| <r,,
z=0
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3.1 Fourier Analysis 19

where u(t) is the unit step response. Putting ¢;(t,r, z) into Equation we will get:

o 0py(t, T, 2)

5 (3.90)

B {qou(t), for |r| <,
z=0

0, otherwise.

Taking the Laplace transform of both side of Equation [3.90] we will get:

), for |r| <, (3.91)
_0 0, otherwise. '

Taking the Hankel transform of both side of Equation [3.91] and using the property of
the Hankel transform given in Equation |3.21

B Nt
Y0z

8& Jl (7”00')
— k1— = Qo7 . 3.92
Yoz ol o5 (3:92)
z=0
Putting Equation [3.86) into Equation [3.92] and solving, we will get:
9 (s,0)z —p1(s,0)z N (TOU)
— kl— (Cg,@pl ’ + 066 P1is, ) = (o7 , (393)
0z » so
(s,0)z —pi(s,0)z Ji (TOO_>
— kipi(s,0) <C5ep1 92— Cge P ) = qoT , (3.94)
o so
GoTo Jl (T00->
Ceg —Cs = ) 3.95
0 ° kl b1 (57 U)SU ( )
2. Second boundary condition:
o1 o1,
—ki— = —ky—| . 3.96
! 0z lz=6 2 0z lz=6 ( )
Putting ¢;(t,r, z) into Equation [3.35 we will get:
Oy ol
— ki — = —ko—| . 3.97
! 0z lz=s 2 0z lz2=5 ( )
Taking the Laplace and Hankel tranform of both side, we will get:
d¢1 dg1
— ki—— = —ky—| . 3.98
! 0z lz=s 2 0z lz=s ( )
Putting Equation [3.87] and Equation [3.86] into Equation [3.98] we will get:
9 (s,0)z —pi(s,0)z 9 (s,0)z —p2(s,0)z
—k:l—(cg,epl @)z | Ce P (s ) - —k2—<c7ep2 @)2 | CgeP2(® ) . (3.99)
az s 82 -5
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3.1 Fourier Analysis 20
pi(s,0)k (C5€pl(s’g)z - C6€_m(s’g)z) = pa(s,0)ky (C7€p2(s’g)z - Cse_m(s’g)z) :
z2=0 z=4
(3.100)
]{Ilpl (5; U) < 05€p1(8,0)5 . 066—;01(5,0)6 ) . O7€p2(s,a)5 + Cse—pg(s,a)é —0. (3101)
k2p2(57 O')
3. Third boundary condition:
Ti(t,r, z) S Ty(t,r, z) 5 (3.102)
Putting ¢;(t, r, z) into Equation [3.102] we will get:
1 (t,r, 2) = oo(t, T, 2) S (3.103)
Taking the Laplace and Hankel tranform on both side, we will get:
d1(s,0,2) S a(s,0,2) 5 (3.104)
Putting Equation [3.87] and Equation [3.86]into Equation we will get:
(056171(810)2 _ C6e—p1(870)z> = <C7ep2(870)z _ 086—172(510)2) (3.105)
z=0 z=0
CseP (00 4 CemP1 (5000 — Cuep2(s0)0 _ Cpemr2 (5000 = (), (3.106)
4. Fourth boundary condition:
T(t, 7, 2) =1T,. (3.107)
z=0+b
Putting ¢;(r, z) into Equation [3.107, we will get:
Galt, T, 2) = 0. (3.108)
z=0+b
Taking the Laplace and Hankel transform of both side, we will get:
a(s,0,2) =0. (3.109)
z=0+b
Putting Equation [3.87 and Equation [3.86] into Equation we will get:
(C7ep2<s,o>z n Cse_m(s,a)z) — 0. (3.110)
2=0+b
C7 = —Cge2P2(5:0)(0+0) (3.111)

On solving using elimination method, we will get the desired value of constants C5 and
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06-
_ GoTo Jl(roo_) f(87 U)

Cs = 3.112
"=l pils.0)so 1= [(5,0)" 3412)
GoTo Jl(roo-) 1
Cr— 3.113
Tk pi(s,0)so 1l — f(s,0) ( )
where f(s,0) is given in Equation [3.114
h _
F(s5.0) = e-2m(s03 kipi(s, o) tanh(pa(s,0)b) — kopa(s, o) (3.114)

kip1(s, o) tanh(ps(s, o)b) + kapa(s, o)

Putting the value of constant Cs and Cj into Equation |3.86, We will get the Equation of
desired temperature profile in Laplace and Hankel domain i.e. Temperature distribution

function of the silicon die in Laplace and Hankel domain.

N . 4oTo Jl(TOO') 1
¢1(0,2,8) = ki pi(s,0)s01— f(s,0)

(e‘pl(s"’)z + f(s, a)epl(s"’)z) (3.115)

The temperature of the silicon die in time domain and cylindrical co-ordinates can be cal-

culated using the simple inverse Laplace and Hankel transforms respectively.

Ti(r,z,t) =T, = L, (0,2,5)}}. (3.116)

Analytical verification

Let us verify the obtained solution using the final value theorem and see if it converges to

steady state solution. Final value theorem is defined in Equation [3.117

lim f(t) = li_r)r(l) sF(s). (3.117)

t—o00

The relation given in Equation [3.117]is valid such that the f(¢) is bounded on (0, 00). F'(s)

is an unilateral Laplace transform of f(t).

From the steady state solution we know:

_  QoTo J1(700) 1
Jim f(t) = ki o2 1—f

& (e—” + f(a)e”). (3.118)

Let us compute lim,_,o sF(s) by putting Equation [3.115|into [3.117]

. . GoTo J1<TOU) 1 ( -
lim sF(s) = 1 pi(s,0) p1<s7v>z> 3.119
sl—I>%S <S) Sl—r}(l)s kl p1<8,0')80'1 - f(370> ‘ +f($,0)e ( )
. GQoTo J1(1o0) 1 -
:1 ( p1(s,0)2 m<s»0>z) 3.120
lim % s 210 T=F(5.0) e + f(s,0)e ( )

© 2019, Indian Institute of Technology Delhi
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o 4oTo JI(TOO-) 1
k1 p1(07 0)0 1- f(OJ U)

(7709 + £(0, 0)er©)) (3.121)

Transient Fourier solution converges to steady state Fourier solution.

3.1.4 Correction for Edges and Corners

The size of the chip is finite; however, for simplicity, we assume it to be infinite. This
assumption results in an error in the calculation of the Green’s function at the edges and the
corners. To overcome this problem, we calculate the Green’s function beyond the boundary
of the chip (extended Green’s function). This extended Green’s function is then convolved
with the power profile to obtain an extended thermal profile. The profile is then folded
across the corners and edges to get the corrected thermal profile, since the boundaries are

adiabatic.

3.2 Boltzmann transport equation

The classical continuum Fourier heat equation fails to predict the temperature profile when
the device characteristic length is comparable to mean free path of heat carriers as the
Fourier heat equation does not take into account the effects of phonon scattering [13], 20}
14 15]. Different models have been developed to model heat transport at the nanoscale
level like Molecular dynamics method, Ballistic method, and Boltzmann transport equation.
Molecular dynamics model is a computationally intensive method, and it can not be applied
to a very large system like a FET, Ballistic equation is computationally less intensive,
but it does not provide an adequate accuracy. BTE is computationally less intensive and

provides acceptable accuracy [I3] [I6]. The mathematical formulation of BTE is given in

Equation [3.124] [13| [14].

% + V.sv,4e, — % = Sscattering (3.124)
where e, (w, 7, §,t) is the energy density per unit solid angle and it is a function of w,r,§
and t. The space vector r has three components (x,y and z are in cartesian co-ordinates),
the direction of momentum 8 has two components, the oplar angle # and azimulthal angle ¢,
w is the phonon frequency, and t is the time. The subscript w represents dependence on the
frequency. v, is the phonon group velocity [13], [14], 28] 29], and the term on the right-hand

side of Equation is the scattering term. It models the phonon scattering, collision
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3.2 Boltzmann transport equation 23

with other phonons, and impurities. This term makes the solution of the BTE complex, for
simplification we will use the Bhatnagar—Gross—Krook model |? 13|, 14 28, 29].

aew — Qw Cw — 60(T>
Buge, — 2w = fwT Cl0) 3.125
5 + V.sy,e pm - ( )

where e,(T) is the equilibrium energy density, 7 is the phonon relaxation time, and @Q,, is

Table 3.2: Glossary

Symbol  Full Form  Meaning

€w ew(w,r, 8,t) Energy density per unit solid angle

e e(r, s, t) Frequency independent energy density per unit solid angle
€o e(T) Equilibrium energy density

Vg Group velocity

w Frequency

Q Solid angle

s Direction vector

overtilde Fourier Transform

the volumetric heat generation. The term V.sv,e,, will expand into Equation [3.126| [20), 28,
14, [13].

88%“ + v, sin 6 cos ¢>% + v, sin 0 sin gbaai;, (3.126)

where 6 and ¢ are polar and azimuthal angles respectively. To further simplify the BTE
(Equation |3.125]), we will use the gray model of BTE. Gray BTE assumes that all phonons

are tied to a single mode, means all phonons have the same group velocity and the relaxation

V.8v, = v4cosl

time. This approach is faster than the frequency dependent (multi-mode) BTE and gives
reasonable accuracy [15]. Gray BTE is given in Equation [3.129

Oe S Q e —eo(T)
— . - = 12
By + V.Svyge gy - (3.127)

For a small temperature rise, AT =T — T,.s. The relation between 7" and e,(7") is given in

Equation [3.128] |20, 14} [13].

1
J(T) = —CAT, 3.128
eo(T) = 1~ (3.128)
where C is the specific heat at the reference temperature, T,.s is the reference temperature

(computed by Fourier analysis), and T is the lattice temperature.

We are interested in computing the temperature rise (A7) but we have two unknowns

terms in the gray BTE: 1) Temperature rise (AT') 2) Energy density per unit solid angle
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(e). To find a closed form solution, we need a relation between the temperature rise and the
energy density per unit solid angle. Let us integrate the gray BTE over the solid angle (Q)
of both sides of Equation [3.129] We will get:

0 —e,(T
&/edQ+V./§vged9—/§d9:—/ﬂd9 (3.129)
7I T
— —_— —
System Heat flux Heat,
energy per generation

unit volme

The left hand side of Equation [3.129] will convert to a well known form given in Equa-

tion [3.130] [30].

aa—f +V.q—Q, (3.130)
where E = [ ed) is the system energy per unit volume, ¢ = [ Sv e dQ) is the heat flux, and
Q = [ Q/4m d2 is the volumetric heat generation. Equation is the energy conservation
equation, which will be equal to zero. Hence, the right hand side of Equation (after

integration) has to be zero. We will have:

/ [ e — e(T)

Putting the value of equilibrium energy density (e,(7")). We thus have the desired relation:

9 =0 (3.131)

aQ = (3.132)

3.2.1 Steady state analysis

Consider the gray BTE (Equation [3.129)), at steady state the term de/0t will be zero and
Equation [3.129| will reduce to Equation [3.141}

- Q € — GO(T)
V.due - == (3.133)

We will use the Fourier transform to solve the integro-differential equation.
Fourier Transform

Fourier transform is an integral transform. It decomposes a bounded function f(z) defined

over the infinite limits (—oo, 00) into superimposition of sinusoid. One-dimensional Fourier
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transform for a function f(z) is given Equation |3.134]
F§) = 7{f(x)} =/ f(z)e™dx, (3.134)

where .# represents the Fourier transform, £ is the Fourier domain variable (frequency), and
1 is equal to v/—1.

Inverse Fourier transform is given in Equation [3.135

— 1 > 12
f) = 7 HFEQ) =5 [ Fle)ede (3.135)
N-Dimensions Fourier Transform /N —dimensional Fourier transform of a real or com-
plex valued function f(&) of a vector variable & = x1, 29, x3, ....., zx is given by:
FE) =F{f@}= | f@)e ™", (3.136)
RN

where - - -
/ dVE = dz;. dTo.cenn.. / dry, (3.137)

RN —0o0 —o0 —00

& and £ are vectors, R" represents N —dimensional space. The term in the exponential is

the dot product of & and é in RY and it is given in Equation [3.138
fg = 27151 + 1‘252 + $353 + o + xn_lﬁn_l + l’n&v. (3138)

Inverse Fourier transform is given in Equation |3.139

1(&) = FHF @)} = (2;)N | F@eiave (3.139)
where - - -
Vg = de,. Ao, d 3.140
/RNz/_mél K /_OO»sN (3.140)
Solution

Putting Equation [3.126| and [3.128 into the gray BTE (Equation [3.141]). We will get:

1
U,y COS 9% + vy sin 6 cos qﬁ% + vy sin 0 sin gb%—eyw — % = —; + RCAT (3.141)

Computing the Fourier transform of both sides. We will get:
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(vg cos Bi€, + vy sin 6 cos ¢i&, + vy sin b sin ¢i§,)e = —— —|— iAT + 4§ (3.142)

where ™ represents the Fourier transform, 7 is equal to /—1 and &, §, and &, are spatial

frequency of z, y and 2. Rearranging Equation [3.142] we will have:

._C AT + Qr/C (3.143)
 4m 1+ Acos0i€, + Asin 6 cos i€, + Asin 0 sin ¢i€,’ '

where A is the mean free path and it is equal to vy, x 7. Let us take the Fourier transform
on both sides of Equation We will get:

/[f_igAT
ol 7™ AnT

Putting Equation into Equation and after rearranging we will get:

_1 AT + QT/C’
AT = dm /47r 1+ Acosbi&, + Asinf cos i, + Asin @ sin ¢ig, df (3.145)

dQ =0 (3.144)

We convert the solid angel €2 into polar (6) and azimuthal (¢) angle. For a very small solid
angle dS2.

dQ) = sin dOdo (3.146)

Putting Equation into Equation We will get:

dn 0dod 14
T /0 /o 1+ Acos i, + Asinf cos ¢i&, + Asin 6 sin ¢ig, sin ¢ (3.147)

To convert the integral of Equation into an integratable form, we will use substitution

method. Let us assume p = cosf. The integral in Equation will convert to:

-1 2w —1 AT -
-1 / / +Qr/C dudp  (3.148)
T™Jo J1 14+ Api&, + A\/1 — p? cos ¢pil, + Ay/1 — p?sin ¢ig,

~ 1 [* /1 AT +Qr/C
= dupd 3.149
m /0 —1 L Mg + Ay/1 — pi? cos il + A/ 1 — pi? sin ¢ig, pe )
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Solving the integral of Equation [3.149| using the identity given in Equation [3.150l We will
get Equation [3.156]

1 2 a—b)tans +c¢
/ ——dr = tan ™! ( Jtan g (3.150)
a—+bcosx + csinx a2 — b2 — 2 2 12 _ 2

Table 3.3: Coefficients of first integral

Coefficient Value

a 1+ Apag,
b iA1= 12
¢ iNgy\/1 — 2
aF- L[ 2(AT +Qr/C)
S,
. 3.151
t( (Lt At —iAEe /T ) an§ 406/ 112 )] i
V(L Api&)? = (IA&y/T= 12)2 = (A& /T = 1212/ Lo
/ 2AT + Qr/C)
\/1 + A2(E2 + &2) + 206 Ap — N2
y [tanl ((1 + Api€. — iME/T— @) tan§ + ZAgymH N
\/1+A2 €2 4 €2) 4 2i€. Ay — N2E22 i
/ AT+ QT/C)
UL A2E + &) + 26 A - 2262
% [tanl ((1 + Api&, — iAE\/1 — p?) tan%5 + iAfyﬂ) " 5 153
\/1 + A2(E2 + €2) + 20 Ap — A262p2 . (3.153)

o ((1 + ApiE, — iNE /T — p2) tan £ 4 iAE,\/1 — M?)

2
1+ A @ +E) + 206 A — N2y

Tt
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/ 2AT + Qr/C)
\/ 1+ A2(€2 4 €2) + 20 A — A2€2p2
X [tanl <<1+A/~LZ§z_ZA§:D V 1_/~L )tan< >+1A§y\/ 2)
I+ A2E + ) +2i6Ap — 1280
- ((1  Api€, — iME /T — 122) tan(0) + iAE, /1 — ,ﬂ)
VI ARG+ E) + 2iE A — A
+ tan- <(1 + Api&, —iANE/1 — p2) tan(m) + iAE /1 — /ﬂ)
\/1 + A2(E2 + €2) + 26, A — A262p2
- ((1 + Api€, — iNE /T — pi2) tan(50) + iAE,\/1 — 2)]@

VI AE + )+ 2i A — A2

(3.154)

_/ 2AT +Qr/C)
-1 \/1+A2 €2+ €2) + 2, Ap — A2€22

7r+7r
2

AT = dp (3.155)

AT +Qr/C

AT =2 / dp, (3.156)
_1\/1+A2 62_‘_62 +226ZA/~L A2€2[u2

where § = (/&2 + &2 + 2. Let us solve the integral of Equation [3.156|

1 1
== dy, (3.157)

21+ A&+ ) + 2i A — X207

1 J -1 ., 2cx+D
T = —sin  ——
va + bx + cx? Vv —c Vb? — 4dac
Solving integral (Equation |3.157)) using the identity given in Equation [3.158] We will get:

(3.158)

Table 3.4: Coeflicients of second integral

Coefficient Value

a 1 + A2 (52 -+ £y)
218, A
—A2622

p=1

S S —2A%E%p + 2.
2/ A2 \/ (206.A)2 — 4((1+ A2(£2 + €2)) (=A%) | ,—_,

(3.159)

© 2019, Indian Institute of Technology Delhi



3.2 Boltzmann transport equation 29
-1 —2A2E2 + 2ie, =
= 3.160
VR VANE T ANE(ER +63) —ae20% o
p=1
—1 - —1 _A§2/JJ + Zgz
= sin (3.161)
VAE L @ra+ae),

_ 1 so—1 A§2 + Zgz . 1 -1 _A€2 + Zgz 3.162
Ve Jarguine WNE . Jargurve

1 o —1 A€2 + Zgz -1 _A§2 + 252
= sin — sin (3.163)

VREL @+ ne) V(@)1 + A%
Ler us simplify Equation using identity given in Equation [3.164]
sin~'z —sin 'y =sin"tay/1 — 92 —yV1 — 22 (3.164)
b AE + i€, L (A2 +ig)
e V@ + e+ ne) (&) + A%
(3.165)
B —A& + i€, - (A2 +i€.)?
J@+aa+ne) (GG
Lo AL + i€, (62 + &)1+ A%€%) — (A +i.)°

2A¢ \/(é}% +€2)(1+ A2€2) (& + &)1+ A%¢?)

(3.166)
A rig \/ (& + €)1+ A%€?) — (A +i6.)?
Je@+eu+re) (@ + )+ 1)
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1 AE2 + i€, \/ €2 + A2E2(E2 + £2) — A2 4 2iEAE?
N N @+ re) .
At \/52 +AP(E 4+ €) - A% - AL |
V@) +ne) (& + )0+ A7)
1 - AE% + i€, E2(1+ A2(E2 + £2) — A2E2 + 2iE.A)
| Jargaime)  @raive
' (3.168)
S \/52(1 + A262(E2 + £2) — A28 — 2i€.A)
J@+)+ 1) (& + )1+ A%)
:L sin~! AE +iE, E(1 + A&:i)?
28 J@ren+ne | @0+
3.169
B —AE + g, £2(1 — AE.i)? ( )
J@+e)a+ne) | g
_ 1| EA2 46 (1 +AG) — E(—AL +i8) (1 — iA,)
m S1n 1 (53 n 52)(1 n A2£2> (3170)
R R I3 O AE? — AE2 +iN2EE% — il + A& — NE2 — iN2E.E?)
S [ €@+ &)1+ g) ] (37)
1 e -ag) ]
= IAE sin _ @+ 53)(1 A2 | (3.172)
o 2nee+ey) ]
= m sin _ @+ 63)(1 T AZE) | (3.173)
1 2A
= m Sin_1 T/ééq (3174)
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11,

= A—€281H

2
_ 2 1— A (3.175)
N V1T A%e

Ler us simplify Equation [3.175] using identity given in Equation [3.176]

2sin~' o = sin" ! 22V1 — 22 (3.176)

IR R
= A sin T (3.177)
I = ! tan™' A 3.178

= A_§ an £ (3.178)

Putting value of integral (Equation [3.157) into Equation [3.158 and after rearranging, we
will get the desired Green’s function for steady state gray BTE.

AT = —

C1- Aigtan_l(/\g) (3.179)

~ Qr g tanT(AG)

Analytical verification

Let us verify the obtained solution of gray BTE analytically by putting it back into the
original Equation. For isotropical crystal the expanded steady state gray BTE is given in

Equation [3.180
Q e—e(T)

8UJ 8w . . w
Ugcosea_ez"‘UgSiH‘gCOSQﬁa%-i—UgSanquﬁai - X =

i . (3.180)

Computing the Fourier transform of both side of Equation [3.180] After re-arranging the

terms, we will get:

e (T
v, (cos 0i€, + sin O cos i€, + sin b sin ¢pil,)e = —L() -+ Q (3.181)
T

AT
Integrating Equation [3.181| on both side over the solid angle 2 from 0 to 4.

/ v,(cos Bi&, + sin 6 cos ¢i, + sin @ sin ¢i&, )ed) = /
4

A7

[—@+% Q. (3.182)

Putting the value of energy density distribution function (e) given in Equation [3.143| and
equilibrium energy density distribution function (e,) given in Equation [3.128| into Equa-
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tion |3.182] Solving for L.H.S, we will get:

vy (cos i€, + sin @ cos ¢i&, + sin O sin ¢pig,) Q_ (3.183)
ar 4™ 1+ Acos0i&, + Asin 0 cos ¢i&, + Asin 0 sin ¢i€, C’
/ C 1+ Acosthi&, + Asinf cos i€, + Asinsin ¢i§, — Q_ (3.184)
1 AT 1+ Acosbi&, + Asinf cos ¢i&, + Asinfsin qbzfy C’ '

¢ 1
o\ AT Q (3.1
/47r amt ( 1+ Acos0i&, + Asin 6 cos ¢i&, + Asinfsin mgy) ( + ) df2 (3.185)

E(M—%W1W0Gﬁ+%> (3.186)

At

Putting the value of AT (Equation [3.179) into Equation [3.185, We have:

.o Or et ') -
- ~(1- Aetan 1(A9)) (?1 STy Qr/C) (3.187)
~ 1
QA_f tan~'(AE) + ? QA_f tan" (A€) (3.188)
=0Q
Let us now compute the integral of R.H.S of Equation [3.182
e-&(T)  Q
/47r —74—@ s (3.189)

i+ [ “Lao (3.190)

ar 4T

/ [_ e—2,(T)

Putting the value of equilibrium energy density distribution (Equation [3.128)) into Equa-
tion [3.190, We will get:
e 1C
_/[E___AT
ol 7™ 4nT

First term of Equation [3.191]is same as Equation [3.132| which is zero. We will get:

dQ +Q (3.191)

=Q

The R.H.S and L.H.S are equal so the gray BTE for steady state is verified.
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3.2.2 Transient Analysis

Consider the gray BTE Equation [3.129] at transient the term de/0t will not be zero.

Oe Q e—eo(T)
o By Ve - £ = —E

3.192
4 T ( )

Solution

Putting Equation [3.126|and |3.128|into gray BTE Equation [3.192] and computing the Fourier
transform of both side. We will get:

_ C Q
(in + vy cos 0i€, 4 v, sin b cos ¢pi&, + v, sin O sin il )e = —— —i— — AT+ % Q

3.193
AT 4 ( )

where ~ represents the Fourier transform, 7 is equal to «/—1, and 7 is the temporal frequency.
Rearranging Equation [3.193] we will have:
. C AT +Qr/C

= — . 3.194
‘T + T + A cos i€, + Asin 6 cos ¢i&, + A sin 0 sin ¢ig, ( )

Putting Equation into Equation and after rearranging we will get:

1 AT + Qr/C

AT = —
A Jur 1417 + Acos 0i€, 4+ A sin 0 cos ¢i&, + Asin 6 sin ¢i€,

dQ (3.195)

We convert the solid angel Q2 into polar(f) and azimuthal(¢) angle. For a very small solid
angle df2.
dQ = sin 0dOd¢ (3.196)

Putting Equation |3.146| into Equation We will get:

AT +Qt/C .
4nr 0dode (3.1
T /0 /0 1 +in7T 4+ A cos 0i€, + Asin 6 cos ¢pi€, + A sin 0 sin @i, sin ¢ (3.197)

To convert the integral of Equation [3.197] into an integrable form, we will use substitution

method. Let us assume p = cosf. The integral in Equation |3.197| will convert to:

AF_ L 2m /1 AT + Qr/C L
14 inT + Api&, + A/1 — p? cos @i, + A/1 — smgbzgy
(3.198)
. 1 2w 1 ATV A
_ 1 / / +Qr/C dud (3.199)
T Jo Jo11+inT + Api&, + Ay/1 — p? cos pi&, + Ay/1 — p? sin @i,
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Solving the integral of Equation [3.199| using the identity given in the Equation [3.150L We
will get the Equation [3.200]

AT +Qr/C

. 1
AT =1 /
2Jo0 [U— 17 4 2inr 4 20AEpn — Er A+ A + ) — N0

dp,  (3.200)

where § = /62 + &2 + £2. Solving the integral of Equation [3.200] using the identity given in
Equation [3.158] We will get the desired Green’s function for transient gray BTE.

~ 1 -1 A
~ QT A¢ tan <1+in7’>

C 1 —1 [ _A¢
L e tan™ ()

(3.201)

Analytical verification

Let us verify the obtained solution of gray BTE analytically by putting it back into the
original Equation. For isotropical crystal the expanded steady state gray BTE is given in
Equation [3.202]

a a w . a w . . a w - Co T

8_i + v, cos 98—62 + v, sin 6 cos gb@—ex + v, sin @ sin qﬁa—ey — % = _%() (3.202)
Computing the Fourier transform of both side of Equation [3.202] After re-arranging the

terms, we will get:

€— go(T)

Q
St (3.203)

(in + vy(cos 0i&, + sin 6 cos i€, + sin O sin ¢pi,)) € = —

Integrating the Equation [3.203| on both side over the solid angle €2 form 0 to 4.

_iO(T)_i_Q dQ)

T 47

(3.204)
Putting the value of energy density distribution (e) given in Equation and equilibrium
energy density distribution function(e,) given in Equation into Equation Solving
for L.H.S, we will get:

/ (in + vy(cos 8i&, + sin b cos i€, + sin O sin ¢i€,))) ed) =
4

4

QT

C in + vy(cos 0i&, + sin O cos i€, + sin O sin ¢i€,)) (AT N N_) a0 (3.205)
o .

Ar 4r 1+ inT + A cos 0i&, + Asin 6 cos ¢i&, + A sin 0 sin ¢ig,

C

/ C 14T 4 Acos 0i€, + Asin 6 cos ¢i&, + A sinsin ¢i, — 1 ATV+@ 40
4 4mT 1 4inT + Acos 0i€, + A sin 0 cos ¢pi&, + A sin 0 sin @i,

(3.206)
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C 1 _ 0
/4WE <1_ 1—1—2’777'—}-/\00802@+Asin«9tzosgz5i§$+Asinﬁsingz§i§y> (AT+ C df}

(3.207)
C dr A ~ Qr
— (47 — — tan™! AT + = 2
T(?T Agtan (1‘1"“77'))( + C) (3.208)
C( 1 (AL )(@T g tan” (14%77) 5 )
—(1— —tan~ _ - +Q1/C (3.209)
A (1 > - A
T 13 + it C 1—Ai£tan 1 (1+l§77>
~1 A¢ ~ ~1 Ag
2 tan—! O tan~!
VRe (1+wnr>*Q VRe ' (1+wnf> (3.210)
=Q
Let now compute the integral of R.H.S of Equation [3.204]
/ [— ol | @ g (3.211)
A T AT
/ [—L"(T) dQ+/ < 0 (3.212)
4 T 4 4m

Putting the value of equilibrium energy density distribution function (Equation [3.128]) into
Equation [3.190 We will get:
s 1 N
_/[E__QAT
|l 7™ A4nT

First term of the Equation [3.213]is same as Equation [3.132| which is zero. We will get:

dQ+Q (3.213)

=Q

The R.H.S and L.H.S are equal so the gray BTE for transient is verified.
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3.3 Combined Solution

We compute the base temperature profile of the chip by convolving the Fourier Green’s
function with the power profile of the chip, and then we use this thermal profile to compute
the temperature of 1000 x 1000 nm? blocks using the BTE based Green’s function (see
Figure . This gives us the temperature profile of regions of interest: standard cells, and

small functional units.

Fouier heat equation
solution of a chip

BTE solution of a -
sub-functional unit

Figure 3.4: Fourier-Boltzmann framework

Combined
Fourier + BTE solution
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Chapter 4

Evaluation

4.1 Setup

We run the simulations on an Intel i7 3"%generation processor based desktop with 8GB RAM
running Ubuntu 18.04. For validating our Fourier analysis results, we used a commercial
CFD simulator COMSOL (Version 5.3b) [31], and we compare our BTE solution against
ThermalScope (available as ISAC2). The Fourier solution was done in R (version 3.5.1),
and the BTE solution was done on Matlab 17b.

Error Metric: We have reported the root mean square (RMS) value of the error for
all the test cases. Where percentage errors are reported, these are relative to the maximum
temperature rise (similar to [II]). In ThermalScope the authors report the average error

(average error is always less than the RMS error).

4.2 Fourier Analysis

We run the Fourier steady-state simulation for a chip with a heat spreader on top of it. The
chip and heat spreader dimensions are 10 mm x 10 mm x 0.15 mm and 10 mm x 10 mm X
3.52 mm |12, 4] respectively. The conductivity of silicon and the heat spreader is 150 W/mK
and 256 W/mK respectively (it is the effective conductivity of the heat spreader and the
TIM).

4.2.1 Steady State
Green’s function based full chip temperature calculation can be broken down into two parts
[2, 10, 12]:

1. Green’s function computation (offline)

2. Full chip thermal profile computation (online)

Green’s function: We have calculated the Green’s function assuming the source to be
a circle of finite radius applied at the center of the chip (to exploit the symmetry of the

thermal distribution).
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10mm 10mm
A A
o — o
0.2257mm |3 0.2mm |3
Q@3 W2

(a) (b)
Figure 4.1: Circular source Square source

However, the floorplan elements in a real chip are rectangular; they can only be dis-
cretized into small square grid points. Thus we need a way of mapping these square grid
points to circular sources (for which we calculate the Green’s function). For this, we take
a circular source of equal area as the square source. We sample the continuous Green’s
function at the centers of the grid points determined by discretizing the chip into a grid.
We have found that a grid size of 0.2 mm provides sufficient accuracy for a chip of area
100 mm? or more (Figure [1.1). Similar discretizations were found to be sufficient in [4].
The RMS error obtained by this approximation is 0.023°C', which is small enough compared
to the maximum temperature rise of 17°C' (maximum error of 1.7%). Figure shows the
comparison of the calculated Green’s function (using the circular source) against the Green’s

function obtained in COMSOL (using a square source of equal area).

Our implementation takes 0.082 s to compute the Green’s function for a 10 x 10 mm?

chip. We also calculated the Green’s function using COMSOL for the same configuration,
and observed a simulation time of 305 s. Other Green’s function based simulators such as
LightSim [10], 12] and PowerBlurring [4] depend on FEM based simulators for the calculation
of the Green’s function. If the geometry of the chip or the boundary conditions change, the
Green’s function will have to be recomputed. In our work, since we analytically obtain the
Green’s function, our approach gives designers the flexibility to experiment with the package,

as there is no dependence on any external tool.

Full Chip Thermal Profile: We computed the thermal profile for four test cases
(Figure and [4.4). In the first two test cases we discretized a 10 x 10 mm? chip into a
50 x 50 grid. Test cases 3 and 4 have been implemented to evaluate our algorithm on two

real floorplans.

Test Case 1: In this case, we have applied power sources at the center and all corners
of the chip. This represents one of the worst case power profiles possible, since the corners

and edges contribute to a large part of the error in Green’s function based approaches [4].
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Figure 4.2: Comparison of NanoTherm and COMSOL (Fourier, steady state Green’s func-
tion)

We obtained an RMS error of 0.046°C' (maximum error 1.57%) compared to COMSOL
(Figure [4.3b)). This verifies our corners and edge correction approach.

Test Case 2: This test case is similar to Test case 1, except that the power densities are
much higher here (2500 W/cm?). We have used a very high power density figure to evaluate
our algorithm for extreme cases anticipated in next generation processors [32]. An RMS

error of 0.169°C' (maximum error 2.88%) was observed in comparison to COMSOL.

Test Case 3: We have further evaluated our algorithm using the floorplan of a processor
containing a single core of Alpha21264 and an L2 cache. The dimensions of the processor
are 16 mm x 16 mm x 0.15 mm. The core has 15 functional units. The power density of each
functional unit is shown in Figure (obtained from HotSpot). The calculated thermal
profile of the chip is shown in Figure [£.4b] An RMS error of 0.047°C' (maximum error 3.2%)
was observed against the COMSOL model. This error is greater than that of test cases 1

and 2, since all the major sources have been placed along an edge of the processor.

Test Case 4: We have also implemented a dual-core processor in 45 nm technology based
on the Intel Gainestown architecture [33]. Each core is divided into six sub-units, and all
cores share an L3 cache. The power density of each block is shown in Figure [{.4d The size
of the processor is 11.2 mm x 11.2 mm x 0.15 mm. The calculated thermal profile is shown
in Figure 4.4d] An RMS error of 0.099°C' (maximum error 1.9%) was observed against the
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COMSOL model.

Runtime: The total runtime of the algorithm was 83.5 ms for all the test cases (including
the Green’s function computation time). We need only 1.5 ms in the online stage to compute
the full chip temperature profile, by taking the FFT of the Green’s function and the power
profile and computing the inverse transform of the product. To compute the same steady
state thermal profile, COMSOL requires 305 s. Thus NanoTherm provides a speedup of
3652X over COMSOL.

9
_ 10mm 5 % 8
S \ L g
5 "5 ' :
1w oo 6
24 :
[ERN ()]
W 3 =0 3
5
Q% . 5 2
"1y 5 xane®
' Y5 5pe
(a) Power distribution (b) Thermal profile
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£l o &
3 B’ 40
§ \ / 040
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= 30
'§ 20
o 8
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ey — L 8oou | £ 4
|_
5
O 10
/ . \ [eoc
| |

(c) Power distribution (d) Thermal profile

Figure 4.3: Power and thermal profiles for test cases 1 and 2

Transient:

For transient analysis, we use the same setup. The density of silicon and the heat spreader
are 2330 kg/m? and 8960 kg/m? respectively, and the specific heat values are 700 J/kg.K
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Figure 4.4: Evaluation for Alpha21264 and Gainestown architectures
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Figure 4.5: Comparison of NanoTherm and ThermalScope (BTE, steady state)

and 390 J/kg.K respectively.

Step response: We start with applying a 1 W step source at the center of the chip. We
calculated the step response of the chip for 100 radial points and 40-time steps. The runtime

of the algorithm was 4.15 s (Note: 25% of the time is going in the slow inverse Laplace
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tion 0.01 ms 2 ms 4 ms

transform routine of R). Also, NanoTherm has been implemented in R whereas HotSpot
and 3DICE have been implemented in C++. R is several times slower than C++ [34],
and hence, the implementation of NanoTherm in C++ or any other similar language would
be faster. In comparison, for calculating the same step response, COMSOL took 3005 s
(NanoTherm is faster by roughly 724X). Figure [4.6| compares the accuracy of our transient
simulation against COMSOL, where the error is limited to 1%.

Full Chip Thermal Profile: We compute the transient thermal profile of a 10x 10 mm?
chip for the power profile given in Figure[1.9] The calculated thermal profiles at time instants
t = 0.01 ms, 2ms, and 4ms are shown in Figure [£.10] [£.11], and [.12] respectively. An RMS
error of 0.057°C was observed for t = 4 ms. A total simulation time of 4.2 s was observed.
To compute the same transient thermal profile COMSOL took 3005 s (speedup of 715X).

4.2.2 BTE Analysis:

We compare the BTE steady state solution against the Fourier steady state solution for
a 60 nm x 45 nm x 20nm channel FET. Solving the Fourier equation only results in a
maximum error of 1.59°C or 53% (Figure [4.8)), similar to [16].
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Steady State

We run the simulation for steady state BTE with a 60 nm x 45 nm x 20nm channel FET [13],
15]. A simulation time of 3.3 s was observed for 400 x 400 x 200 grid points. In comparison
the steady state simulation in ThermalScope takes 36.76 min (speedup of 641X). An RMS
error of 0.06°C' was observed against the ThermalScope. Figure compares the results of
NanoTherm and ThermalScope.

Transient

We used the same steady state configuration for the transient simulation as well. A sim-
ulation time of 39.5 s was observed for 200 time steps. We run the same simulation with
ThermalScope with the same meshing (as we had for steady state) and the simulation time
observed was 48.1 min. An RMS error of 0.087°C' was observed. Figure [4.7] compares the

result of NanoTherm and ThermalScope.

4.2.3 Simulation Speed

Table summarizes the time needed to compute the temperature profile for all cases
(chip level and nanometer level, steady state and transient) by popular commercial and
open source tools. The time taken by COMSOL to obtain the steady state thermal profile
was 305 s. Therefore our algorithm is 3652X faster than COMSOL. We are 7X faster
than ThermalScope in calculating the transient Fourier solution. For BTE solution, we are
668X faster than ThermalScope while calculating the steady state profile and 73X faster in

computing the transient thermal profile.

Table 4.1: Speed of popular simulators

Simulator Fourier heat eq BTE
Steady Transient Steady Transient
Hotspot! 1s 36 s - -
3DICE 1.36 s 1.77 s - -
COMSOL 305 s 3005 s - -
ThermalScope 11.1 s 3255 s 2206 s 2888 s
NanoTherm 0.083s 4.2s 3.3s 39.55

1 For an acceptable accuracy in Hotspot and 3DICE, a grid size of
~ 128 x 128 is used.
2 HotSpot, 3D-ICE and COMSOL do not solve the BTE.
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Conclusion

State of the art thermal estimation techniques either do not take the nanoscale quantum
effects into account, or solve for these effects using the slower finite element method. In
this paper, we propose a fast and analytical thermal estimation technique that incorporates
nanoscale quantum effects as well. We solve the Fourier equation analytically using a Green’s
function based approach and speed up the process by exploiting the symmetry of the heat
distribution. Further, we solve the Boltzmann transport equation analytically and combine
it with the Fourier solution to propose an analytical full chip thermal estimation framework.
Our results show that we are 7-668.X faster than the state of the art tool, ThermalScope,

with an error limited to 3%.
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