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Abstract—In the last 15 years, we have witnessed a
never ending arm’s race between the attacker and the
defender with respect to cache-based side-channel at-
tacks. We have seen a slew of attacks, countermeasures
(CMs), counterattacks, counter-countermeasures and
so on. We analyze the evolution of this area, propose
three necessary conditions for designing a successful
CM, and then analyze timing and address-based CMs
for popular algorithms such as AES and PRESENT. We
show that an optimal yet trivial solution for timing-
based CMs is possible. Furthermore, address-based
CMs are inferior to timing-based CMs, and they can
be broken in O(n'°8(°8(")) time.

Index Terms—cache side-channel attacks, counter-
measures, leakage, formal guarantees
I. INTRODUCTION

OR the last 15 years, cache-based side-channel at-

tacks (CSCAs), countermeasures (CMs), and subse-
quent counterattacks (CTAs) have been a popular topic
in computer architecture research. They have far-reaching
implications in terms of the design of secure hardware.
Unfortunately, this is a cat-and-mouse game, where after
a CM is published, a few years later a CTA is created, and
the sequence continues.

Consider the timeline in Figure [I| - it shows a sequence
of CMs for CSCAs and the corresponding CTAs. In this
paper, we show that while designing the CM, the devel-
opers violated a basic axiom, which made the subsequent
development of a CTA possible. In some cases, the original
authors of the CM indicated the difficulty of developing a
CTA based on the prevailing levels of computational power
in CPUs; however, once we had access to faster hardware,
this assumption broke, and in some other cases, there were
basic flaws in the design of the CMs.

Our key contribution in this short paper is to list three
properties that any noise-based CM (one that does not
rely on strict partitioning of the caches) must satisfy to
make it immune to attacks (explained with examples).
We formally analyze the problem and show that for
timing-based CMs, a trivial algorithm is also optimal.
Furthermore, address-space based CMs are inferior and
can be easily broken in O(n'°8(°8(")) steps for popular
encryption algorithms like AES.

II. BACKGROUND

Cache-based Side-Channel Attacks (CSCAs):
The key idea behind such attacks is that it is possible for
an attacker process to deliberately induce a miss in a cache
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Fig. 1: A timeline of CMs and CTAs

line. Subsequently, the time required to access the cache
line can be monitored with a high-resolution nanosecond-
level timer (HRT). This can give us some information
about the memory behavior of the victim process [2§],
[31], [32] particularly if it is executing a cryptographic
algorithm that has data-dependent accesses.
Countermeasures (CMs): Early approaches pro-
posed strict partitioning based CMs where there was no
interaction between the attacker and victim processes.
However, this was too restrictive and the overheads were
high; hence, the current thinking is to increase the noise
with various obfuscation techniques such that it is hard
for the attacker to derive any useful information from
the quantities that she measures. For example, we can
add noise to the return value of the HRT, run decoy
processes [3], |37], randomize the address space [9], [24],
alter the frequency and use a prefetcher [10] to introduce
randomness. The efficacy of such a CM can be quantified
using information-theoretic results (standard approach).
Mutual Information (MI): Let the quantity of in-
terest that the attacker seeks be the random variable X
(cache set address or T-table (for AES-based encryption),
time between two events, etc.). From a mathematical
perspective, the choice of X (uni or multivariate [7]) can
be left to the designer of the CM or CTA. It is assumed
that if the attacker receives a sufficient number of samples
of X, a successful attack can be mounted.
The attacker actually gets Y = X + N = g(X), N is the
noise added by the CM using the noise-adding function g.
Information theoretically, we wish to minimize the mutual
information (MI) between X and Y defined as I(X;Y) =
H(X) — H(X|Y), where H(X) = —Sp(X)logs(p(X));
H(X|Y) = =3p(X,Y)log (pi))((yx)/ 2‘ The MI captures
all statistical dependences and is the gold standard for
estimating the strength of side-channel information [39).
There is a close correlation between the MI and other
statistical measures, such as the chi-squared function [41]




Table 1 - List of papers violating the properties. The CTA supports the fact that the failure of a CM is due to a property

violation.

Property Violation ‘ Countermeasure Basic Technique/Claim Counterattack
P1: No functionality Disable RDTSC |21], |22] HRT unavailable CacheGames
(21]

disruption
dom delay to RDTSC [20]

P2: A large num. of
tries

P3.1.1: Det. obfus-
cation (many-to-one)
$3.1.2: Det. obfus-
cation (one-to-one)
$3.2.1: Unpredictable
statistical properties
(one-to-many)

Cache |9]
Hide the LSBs of RDTSC [20]
caches (8], [24]

put of RDTSC (1]
with the actual program |3|

delay to RDTSC [20]

(12]

and inter-class distance [42].
III. PROPERTIES

In this section, we shall list down the properties that
need to be followed for designing a successful noise-based
CM (refer to Table 1).

Property 1: No functionality disruption The exter-
nally introduced noise should not affect the functionality
of the system — no HRT can be turned off.

Property 2: Requires a large number of tries

The number of tries M (to recover the key) needs
to overwhelm the computational capability of a hacker
(today or in the near future). This has to be set based
on technological projections. A large number such as
264 ig considered to be safe with today’s technology. To
derive an upper bound on the information leakage, we
rely on the modified Massey’s inequality derived in [7];
it says that given the plaintext, M > (2~ 1(X:Y)+log(K)) /e,
where K is the number of bits in the key. We thus have
an upper bound ¢ for I(X;Y) given M. Note: For the
ease of readability, we will write I(X;Y|T) as I(X;Y)
everywhere. Assumption: The plaintext is given.
Property 3.1: Deterministic obfuscation In this case,
the mapping from X to Y is decided a priori. There are
two mutually exclusive subclasses that are exhaustive. In
all cases, the designers need to ensure I(X;Y) <.
[8.1.1] Many-to-one mapping: Different values of X may
map to the same value of Y. In the extreme case, Y can
be a constant. In this case, I(X;Y) = 0.

[3.1.2] One-to-one mapping: There is a one-to-one map-
ping between X and Y. The mapping is not known in
advance and is hard to compute because we have |X]|!
possible permutations. Now, by not considering unmapped
values of Y, and by suitably relabeling values, we can
create an equivalent bijective mapping from X to itself.
This is also a 1-way permutation.

Property 3.2: Nondeterministic obfuscation This
captures the one-to-many scenario, where the mapping
between X and Y possibly changes for every measurement.

CacheAttacks: Add an unbounded, ran-

Address randomization for caches: Scatter-

CEASER: Address randomization for the

Timewarp: Add crafted delays to the out-
RemoteTime: Execute a dummy ‘for’ loop
CacheAttacks: Add an unbounded random

RandomFill: Randomize the cache lines

Completely obfuscated RDTSC instruction
(time can appear to go backwards)

Requires 33.5 million LLC evictions to find
the victim’s cache lines

Timewarp |1]
Song et al. [14]

Degrade the clock granularity, the observed  Vattikonda et

value of RDTSC follows a step function al. [5)

The mapped address is generated from the BRUTUS [17]
real address using a linear block cipher

Difficult to find the noise distribution using  Unraveling

statistical analysis timewarp |18|
Obscured timing information of the actual -

program

Forces the attacker to perform and average -

many measurements

Randomly fill the cache lines and thus the EntropyShield
attacker will find it hard to guess the mapping (6]

For example, we can just add a random number to X to
get a value of Y. We need to still ensure that I(X;Y) <e,
(refer to Property 2). Let us now discuss an important
subclass of this property, which a lot of CMs have violated
in the past; this has made it easier to design CTAs.

[8.2.1] Unpredictable statistical properties An attacker
should not be able to estimate any useful statistical
properties of the noise distribution, even with multiple
measurements. For example, if the mean of the noise can
be estimated with a large number of samples, then it can
be subtracted from a given Y to get its corresponding
X. Given that the MI takes into account all statistical
dependences, it automatically means that the statistical
properties of the noise N or Y are not known and cannot
be predicted.

Summary: Any CM needs to satisfy Properties 1, 2,
and any one of the sub-properties of Property 3. Then, it
is guaranteed that we have a normally performing system
(Property 1), the information leaked per measurement is
< ¢ (Property 3), and thus M (# tries required) is much
more than the available computational capacity (Property
2).

IV. EXAMPLES OF PROPERTY VIOLATIONS

Let us now evaluate popular CMs and CTAs on the basis
of our properties (as mentioned in Table 1), and look at
the properties they violate.

A. Property 1: No Functionality Disruption

Percival |22| recommended to completely disable HRTS.
However, they are required by various applications such
as network drivers and games; disabling them will disrupt
their functionality [1], [21]. In comparison, Bangerter et
al. [21] altered the working of RDTSC (inst. to access
HRT) by adding an unbounded random offset. However,
it was pointed out that this CM may make time flow
backward [1]. As a result of this issue, a process that is
switching its context from one core to another may find a
negative offset in the system time [1]. Operating systems



may not work with this change. It is thus essential that two
consecutive RDTSC instructions always respect the wall
clock time [1]. Vattikonda [5] et al. also supported this
maxim by saying that inconsistent time will lead to in-
consistent system performance, for example, “inconsistent
file modification timestamps could affect applications like
make or kernel daemons”. The takeaway point is no CM
should morbidly impair the functioning of the system.

B. Property 2: A Large Number of Tries

Even if the CM does not disrupt the system’s func-
tionality, assuming a constraint on the attacker’s capacity
is not wise. The constraint will be violated as soon as
the technology catches up. ScatterCache [9] proposes to
randomize the addresses. This makes it hard to find the
eviction sets (set of lines evicted by the victim). Sadly, we
can use a variety of search techniques to reduce the number
of tries and also try more using faster hardware (done in
this case by Song et al. [14]). They proposed to find the
eviction set in only O(wn) time, where w is the number
of ways in a cache and n is the number of addresses being
tracked. This made the CTA possible.

The number of tries should be in accordance with
Property 2; this will ensure that in the foreseeable future
it will be difficult to mount such attacks.

C. Property 3.1: Deterministic Obfuscation

Let us now look at cases where the mapping between
X and Y is deterministic. The basic precept is that the
mapping should not be easily discoverable.

Property 3.1.1: Many-to-One Mapping: Osvik et al. [20]
propose to obscure RDTSC’s return value by masking the
LSB bits; this makes the measured time a step function.
The hidden bit mask can be easily discovered via statistical
analyses [5]. An attacker can also determine the begin-
ning of a timing epoch (for which the output remains
constant because of the bit masking). Then she will keep
on invoking RDTSC and accordingly increment a proxy
counter that will help to estimate the real clock cycle (also
highlighted in Timewarp [1]).

Property 3.1.2: One-to-One Mapping: CEASER [24]
and CEASER-S [§] are cache architectures in this category
where a simple, linear block cipher is used to convert
the real address into a mapped address. The linear block
cipher uses the uptime, machine id, and key as variables,
which ensure that its output varies across different in-
stances of a secure process. However, the linear cipher
has limited confusion and diffusion properties — flipping a
certain number of bits called ‘invariant bits’ in the input
address will not alter some of the encrypted output bits.
As a result, it is possible for an attacker to study Y and
find some bits of X. This tremendously reduces the search
space. The problem arose because bytes in X were being
mapped to a very constrained set of Y values. This fact

was used to break this technique by the Brutus paper [17].
The only way to solve this is by increasing the searc

space such that a given X can possibly map to a large num-
ber of Y values making the process of learning the mapping
intractable. Learning the mapping should require a large

number of tries in accordance with Property 2. Unfortu-
nately, as shown in Section [V} the search space is quite
small for commonly used ciphers such as AES (industrial-
strength encryption) and PRESENT (lightweight encryp-
tion). This is why such methods are inherently weak.

D. Property 3.2: Nondeterministic Obfuscation

The idea is that the distribution of Y should not provide
any information about X and therefore should be unpre-
dictable. Note that if the noise is zero, X =Y.

Property 3.2.1: Unpredictable Statistical Properties:
This property is an important subset of the parent prop-
erty. An attacker should not have any estimate about
the statistical properties of the noise distribution or Y.
Information theoretically, we need to ensure I(X,Y|n) =
I(X,Y), where 7 represents any statistical property (e.g.
mean, variance, etc.), i.e., there should be no change in the
amount of MI between the leaked and actual data, even if
an adversary learns some statistical properties.

Assume that the mean of the noise is constant. Now, if X
remains constant (key and plaintext remaining the same),
we can just average out the noise and subtract it from Y,
we will get X. This was the problem with Timewarp [1],
which was later exploited by Sarani et al. [18] to design
a CTA. Consider Random Fill Cache [12], where several
dummy requests are made to addresses that are in the
same neighborhood as the original address. Dhavlle et
al. [6] leverage the knowledge of the statistical distribution
to design a CTA.

V. DISCUSSION: IMPOSSIBILITY RESULTS AND DESIGN
OF A UNIVERSAL CM

CMs can be grouped into two broad categories [1],
[17]: timing and address-based. The former obfuscates the
timing information captured by the HRT and the latter
obfuscates the addresses. X in the first case is the time
[1] and in the latter case is the accessed address in the
data structure of interest [9]. For AES, it is the T-table
and for PRESENT, it is the S-box.

Given the plaintext T', key K, we have a Markov chain
(key(K), Ty — X — Y |[7]. This will lead us to the
equation I(K;Y) = I(X;Y) (see Lemma 6 in [7]). This
basically means that the MI between X and Y deter-
mines the amount of information that can be extracted
out of Y about the key. The two assumptions are that
this is a Markov process and the noise distribution NV is
independent of the key, K (standard assumption). In the
generic case, we can use the data processing inequality in
information theory and write I(K;Y) < I(X;Y) (derived
from basic results in [7], please refer to Appendix A for the
complete proof.) Note that our aim is to minimize I(K;Y")
because we need to learn as little as possible about the key
from different observations (values of Y'). Considering both
cases, this translates to minimizing I(X;Y).

A. Timing-based CM

Consider a timing-based CM first. Here, the key idea
is to find all the times (values of Y') that are above a



threshold 7 across a set of measurements. At least one of
them will be more than 7 because it will correspond to a
cache miss. Based on these values of Y, a guess is made
about X. If we wish to minimize I(X;Y"), then we need to
ensure that the domain (list of allowed values) of Y is as
large as possible, which means that all the measurements
are > 7. Now, assume the limiting case where all values of
Y are equal to 7. This can easily be enforced in hardware
by pinning cache lines or by adding a dummy delay. We
now have I(X;Y) = 0 because Y is a constant. In this
case, this is a necessary and sufficient condition for a
universal CM. If instead, the attack is based on cache
hits, then also the same scheme will work. Furthermore,
we are minimizing the additional delay added to each
measurement by setting Y = 7. This scheme is thus
optimal because it minimizes the MI and (3. Y — 7).
Conclusion: Alternatively, this means that we do not
accrue any benefit by delaying any request for a duration
more than 7, and thus any non-trivial CM will perform
strictly worse than our trivial solution assuming that
(>°Y — 7) monotonically determines performance.

B. Address-based CM

For addresses, the many-to-one mapping is not relevant
because it violates the basic notion of memory — one
address contains one datum. The one-to-many mapping
is possible if we have redundant copies; however, the re-
dundancy can be discovered with multiple measurements,
and because we need to limit the storage space, we cannot
provision a large number of copies. Hence, in practice, only
the one-to-one mapping is used. While describing Property
3.1, we proved that this can be made equivalent to a 1-way
permutation. Now, note that a keyed 1-way permutation
is a block cipher — the key determines the mapping.

We have two options: either we use a block cipher to
map X to Y or use an explicit mapping table. Consider
the first approach. It means that to remove side channels,
we need to map X — Y using another block cipher, which
will have its own side channels — a never-ending process.

Now, consider the case where we have an explicit map-
ping table (X — Y) stored in hardware. This is feasible
because most T-tables or S-boxes contain up to 256-1024
entries. If there are n entries, we can have n! possible map-
pings and thus it may appear that discovering the right
mapping is a difficult problem. This is false. Algorithms
such as AES and PRESENT have an interesting property
for two pieces of plaintext 7" and 7", where d(T,T") = 1.
Definitions: d is the Hamming distance and (w,w’) is a
neighboring pair if d(w,w’) = 1. The corresponding values
of Y have the same property, d(Y,Y’) = 1, because for
accessing T-tables or S-boxes we need to XOR plain text
bytes with key bytes. A XOR operation preserves the
Hamming distance (for the same key).

Let us use this information to represent the entries
as a hypercube. Recall that in any labeling of a hy-
percube, adjacent vertices have a Hamming distance of
1. By choosing plaintext pairs or by observing them in
a large sequence, we can find neighboring pairs of Y

values. With O(n.log(n)) observations we can find all
the neighboring pairs and we can construct a hypercube
with n vertices. We will however not know the labeling —
Y — X mapping. The total number of possible labelings
of a hypercube is equal to n(logn)!. Now, according to
the Stirling’s approximation: n! =~ v2wn(n/e)™. (logn)!
can be represented as v/2mlogn (logn/e)l°e™  which is
bounded by n'°g°g” nOM) Hence, n(logn)! is bounded by
n@Uoslogn). total number of possible labelings (Y — X
mappings) in a hypercube. For the complete proof, please
refer to Appendix B.

Conclusion: This basically means that we need to
try out n@Uogloen) candidate mappings to find out the
correct X <> Y mapping. This function has a very slow
growth rate and we can exhaustively consider all the
combinations. For practical values of n (< 1024), this is
computationally feasible and thus even with an explicit
mapping table, this family of approaches is very weak,
especially, as compared to the trivial yet optimal timing-
based scheme.
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APPENDIX A

Lemma 1: I(K;Y|T) establishes a lower bound on
I(X;Y|T).
Proof: Given the plaintext T, key K, we have a Markov

chain (key(

K), Ty - X — Y [7]. This basically means

that the MI between X and Y determines the amount of
information that can be extracted out of Y about the key.
The two assumptions are that this is a Markov process
and the noise distribution NNV is independent of the key, K.

In the generic case, we can use the data processing
inequality in information theory and write I(K;Y|T) <
I(X;Y|T) (derived from Eqn.8 in [7]).



Using Equation 10 in [7]:
I(X,T); (Y, 1)) = I(X;Y[T) + H(T) (1)

I((K,T); (Y, T)) = I(K; Y[T) + H(T) (2)
Now, using Equation 8 in [7]:

I(K.T); (Y, T)) < I((X; 1), (Y3 7)) 3)
Using the previous equations, we get:

I(K;Y|T) <I(X;Y|T) (4)

APPENDIX B

Lemma 2: An adversary needs to try out < n@{oglogn)

candidate mappings to find out the correct X - Y mapping
for encryption schemes like AES and PRESENT.

Proof: In certain algorithms, such as AES, it is nec-
essary to XOR plain text bytes with key bytes prior
to accessing T-tables or S-boxes. The Hamming distance
between two plaintexts is retained by the XOR operation.
Section 3.2 of Reference [43] also emphasizes this point.

Assume, we have address mapping as a countermeasure.
This means that the i*” entry of the T-table or S-box is
actually mapped to the j** entry. In other words, the ta-
bles are permuted and this permutation is not known. The
attacker can use an ingenious strategy. She can provide two
plaintexts that are a Hamming distance of 1 apart. She will
then get the indices of the entries in the corresponding
tables (using a traditional side-channel attack). These are
mapped to T-table or S-box entries that are a Hamming
distance of 1 apart. She can continue to do this and find
the neighbors of every entry that are a Hamming distance
of 1 away. This structure is nothing but a hypercube. In
this case, we know the structure of the hypercube, but we
still do not know which address is mapped to which entry
of the T-table/S-box. We just have the Hamming distance
information. In short, we need a labeling of the hypercube.
A brute force approach is to go through all labelings and
see if we can break the cipher.

Now, it is well known that a hypercube with n vertices
has n(logn)! labelings. We apply the Stirling’s approxima-
tion to expand (logn)!:

m! < V2mm (%)m e (5)

Now, e < m for m > 2, and v2mm < 2.51m < m? for
m > 3. Hence, for m > 3.

m! < m? (T) < mmt3 (6)

e
Let us now replace m with logn. Now (logn)en =
nloglog™  This can be easily proven by taking the log of
both sides.
We thus have:

(1og Tl)' < (logn)lognJrB — (logn)&nloglogn < nloglogn+3

(7)

Given that the number of labelings is n(logn)!, we have
the following for n > 8 (logn > 3).

n(log TL)' < nloglogn+4 _ nO(loglogn) (8)

Hence, the number of labelings of the hypercube is
upper-bounded by n©leglogn),

Now, we add another lemma to further back up our
argument. The results are not included in the main
manuscript due to space constraints.
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